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Abstract—Robots sharing a common working space with humans and interacting with them to accomplish some task should not only optimise task efficiency, but also consider the safety and comfort of their human collaborators. This requires the recognition of human intentions in order for the robot to anticipate behaviour and act accordingly. In this paper we propose a robot behavioural controller that incorporates both human behaviour and environment information as the basis of reasoning over the appropriate responses. Applied to Human-Robot Interaction in an agricultural context, we demonstrate in a series of simulations how this proposed method leads to the production of appropriate robot behaviour in a range of interaction scenarios. This work lays the foundation for the wider consideration of contextual intention recognition for the generation of interactive robot behaviour.

Index Terms—Agricultural Robotics, Human-Robot Interaction, Intention Recognition, Belief-Desire-Intention System

I. INTRODUCTION

Introducing robots into a human working space can increase efficiency but should not come at the cost of comfort or safety. To achieve this balance in a challenging setting like agriculture, a robot needs to understand the intentions behind their coworkers’ behaviour and basic communication. Gestures form an ideal medium to maintain reliability in adverse circumstances but are limited to situations where the human has their hands free. Additional clues from the environment as well as behaviour analysis can be used to estimate their state. Our interpretation of intentions [5] sees them as the meaning [4] of, explanation [7] for, or idea [9] behind an action, plan or utterance. In our agricultural setting, workers pick berries into crates in a poly-tunnel environment. The robot is acting in a supporting role, supplying the human with empty crates, taking away full crates and staying out of the way the rest of the time. To facilitate the robot’s autonomy, we created in integrated sensor data processing pipeline and Belief-Desire-Intention (BDI) [1] agent system. The general motivation for this system is that in order to ‘understand’ the intentions of their human interaction partner (from observable behaviour) and to generate appropriate responses, the robot should consider both the environmental context but also its own goals (or ‘desires’): this supports our use of a BDI architecture. This work summarizes a first evaluation of the system’s performance in a range of scenarios. We evaluated the system in simulation, using sensor readings as well as statistical data gathered in real-world poly-tunnels.

II. HUMAN-ROBOT INTERACTION (HRI) SYSTEM

A. Data Processing: The robot perceives its environment through a stereo RGB-D camera, a thermal camera, 2D and 3D LIDAR, as well as differential GPS and odometry. It can also receive its coworkers’ location either provided by GPS or ultrasonic localization and is supplied with predefined topological and laser maps. During this simulation, the robot determines its position using simulated laser scans and odometry. The location of the human is supplied by a pickersimulation engine and abstracted using Qualitative Trajectory Calculus (QTC) [8].

As shown in Fig. 1, the video is first pre-processed using OpenPose [2] to extract joint positions. Those are further processed to extract joint angles before both are fed into a naive classifier that produces pose labels for each frame individually, based on predefined prototype poses. Series of frames are classified using voting rounds where each frame contributes a single vote towards a pose. Whichever pose first wins 10 votes, labels the round. The movement samples used in this evaluation are part of a new dataset for Action Recognition in agri-robotics. It contains samples of behaviours, such as
picking of berries and carrying of crates, and samples of gestures to communicate with the robot. The samples were recorded from 10 different subjects between morning and early afternoon in a poly-tunnel environment featuring ripe strawberry plants.

B. Belief-Desire-Intention Agent: The BDI system chooses intentions (plans to reach a goal) from its desires (abstract goals) based on its beliefs as captured in the Knowledge Base (KB)\(^1\). This separates reasoning about which goals to achieve from managing the execution of said goals. This allows us to consider more contextual information when deciding which goal to follow and leads to an aesthetic analog to our idea of human motivation, intention and action on the robot.

In our system, plans are represented as ordered tree structures with executable actions as leaves. Actions have a set of preconditions and expected consequences, which combine to form the preconditions and expected consequences of a plan. When the agent decides which of its desires are applicable in a given situation, it searches the KB for patterns of beliefs that match its desire’s preconditions. If successful, it produces a corresponding intention. When idle, the robot chooses from the possible next actions defined by its current intentions, based on utility and expected time requirements.

III. Evaluation

In the context of interactions between a robot and a human in an agricultural context, we explore three scenarios (Fig. 2). They cover different situations in the work environment: starting to work (crate delivery), moving around (evading the human), and resupply (crate exchange). Both the delivery and exchange scenarios are initiated by the human gesturing to the robot, but require a different response. The robot can make the distinction based on prior observed human behavior (whether the person has been picking berries). The evasion scenario is triggered by human behavior (approaching) without any conscious interaction.

\(^1\)We are using OpenCog’s [6] AtomSpace and Pattern matcher for knowledge representation and reasoning.

The recorded human behaviours in poly-tunnels (Section II), are passed as input to the proposed system (Fig. 1), acting on a simulated environment. Given 10 recorded subjects, 20 simulations per subject are performed (given a stochastic simulation), resulting in 200 simulations per scenario.

Table I shows for each scenario the mean (\(\mu\)) and standard deviation (\(\sigma\)) of the three metrics of evaluation: success rate, meeting distance and time to service. Success rate is defined as the share of experiment runs that ended with the robot successfully interpreting the situation and performing the expected actions. Meeting distance is the distance between human and robot at which the robot decided to halt to facilitate the delivery or exchange of a crate. The variance for this metric can be interpreted as an indicator of how much reasoning affects the agent’s reaction time (the robot and human don’t meet in the Evasion case). Time to Service is the time between the human displaying behaviour that should trigger a change in robot behaviour, and the time at which the robot performed the expected action (delivered or exchanged a crate, or moved away from the human to the next waypoint). This time consists mainly of the time it takes to detect the behavior, the time it takes to meet the human (\(\sim 4s\)), and the time for the delivery (2.5\(s\)) or exchange (5\(s\)) of crates. The large variance for the Delivery scenario stems from the robot’s failure to detect one subject’s behavior correctly. Without these cases, the variance for the Delivery scenario is 0.298.

IV. Conclusion

Our evaluation shows benefits compared to a system that is unaware of its human coworkers except for their location and service calls. However, they do not directly support any claim of advantage over a simpler, reaction-based, human-aware system. The hypothesis is that by using intention recognition to anticipate the human’s requirements, there will be observable benefits in both task efficiency and perceived comfort of the interaction, but this requires validation.

The service times of under 15\(s\) are short in comparison to the 110 ± 44\(s\) [3] it takes for the robot to service the picker when stationed outside the field. This points at a potential increase in productivity, achievable by estimating the next time a worker requires the robot’s service and arriving in the vicinity early (another source of information to facilitate anticipatory robot behaviour).

Overall, while there remain a number of outstanding challenges, this paper has outlined the fundamentals of our approach: the consideration of both observable human behaviour and the wider environmental context in supporting anticipatory interactive robot behaviour.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Success Rate</th>
<th>Meeting Distance [m]</th>
<th>Time to Service [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delivery</td>
<td>0.99</td>
<td>0.37</td>
<td>0.007</td>
</tr>
<tr>
<td>Evasion</td>
<td>1.00</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Exchange</td>
<td>0.99</td>
<td>0.37</td>
<td>0.006</td>
</tr>
</tbody>
</table>

Fig. 2. Left: Delivery Scenario: Meet the human, wait for 2.5 seconds, leave. Middle: Evasion Scenario: On human approach, move to the next waypoint. Right: Exchange Scenario: Meet the human, wait for 5 seconds, leave.
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